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(Session- 2018-19)

Introduction to Bayesian Learning

Introduction

•Allows us to combine observed data and prior knowledge
•Provides practical learning algorithms
•It is a generative (model based) approach, which offers a useful
conceptual framework

– This means that any kind of objects (e.g. time series, trees, etc.)
can be classified, based on a probabilistic model specification
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Bayes’ Rule

Does patient have cancer or not?

• A patient takes a lab test and the result comes back positive. It is
known that the test returns a correct positive result in only 98% of
the cases and a correct negative result in only 97% of the cases.
Furthermore, only 0.008 of the entire population has this disease.

• What is the probability that this patient has cancer?
• What is the probability that he does not have cancer?
• What is the diagnosis?
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Thank you…Thank you…


